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Abstract
Cluster analysis has been widely used in several disciplines, such as statistics, software engineering, biology, psychology and other social sciences, in order to identify natural groups in large amounts of data. Clustering has also been widely adopted by researchers within computer science and especially the database community. K-means is the most famous clustering algorithms. But it suffering from some drawbacks which is the determining of  number and initial seeds of clusters expected in the datasets. In this paper we introduce ability of automatic clusters seeds and number detection technique using GA. 
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الخلاصة

تحليل العناقيد تستعمل بشكل واسع في حقول مختلفة مثل الاحصاء وهندسة البرامجيات و علوم الحياة والعلوم النفسية وباقي العلوم الاخرى لغرض تحديد التجمعات الطبيعية في البيانات كبيرة الحجم. استخدمت العنقدة ايضا بصورة واسعة من قبل الباخثين في علوم الحاسبات وخاصة قواعد البيانات. من اشهر الخوارزميات المعروفة في مجال العنقدة هي (K-means) ولكنها تعاني من مشكلة التحديد المسبق لعدد المجموعات المتوقعة وكذلك تحديد المسبق للقيم الابتدائية لمراكز هذه المجموعات. في هذا البحث نقدم اسلوب تلقائي لاكتشاف عدد المجاميع ومراكزها باستخدام الخوارزمية الجينية.  
1. Introduction

Clustering is a division of data into groups of similar objects. Representing the data by fewer clusters necessarily loses certain fine details, but achieves simplification. It models data by its clusters. Data modeling puts clustering in a historical perspective rooted in mathematics, statistics, and numerical analysis. From a machine learning perspective clusters correspond to hidden patterns, the search for clusters is unsupervised learning, and the resulting system represents a data concept. From a practical perspective clustering plays an outstanding role in data mining applications such as scientific data exploration, information retrieval and text mining, spatial database applications, Web analysis, marketing, medical diagnostics, computational biology, and many others. Clustering is the subject of active research in several fields such as statistics, pattern recognition, and machine learning. This survey focuses on clustering in data mining. Data mining adds to clustering the complications of very large datasets with very many attributes of different types. This imposes unique computational requirements on relevant clustering algorithms. A variety of algorithms have recently emerged that meet these requirements and were successfully applied to real-life data mining problems [Jiawei Han and Michelle Kamber, 2001].

2. Related works 

General references regarding clustering include [Ghosh 2002]. There is a close relationship between clustering techniques and many other disciplines 
Clustering has always been used in statistics [Arabie & Hubert 1996] and science [Massart & Kaufman 1983]. 
Typical applications include speech and character recognition. Machine learning clustering algorithms were applied to image segmentation and computer vision [Jain & Flynn 1996]. 
For statistical approaches to pattern recognition see  [Fukunaga 1990]. 
Clustering can be viewed as a density estimation problem. This is the subject of traditional multivariate statistical estimation [Scott, 1992]. 
Clustering is also widely used for data compression in image processing, which is also known as vector quantization [Gersho & Gray 1992]. 
Data fitting in numerical analysis provides still another venue in data modeling [Daniel & Wood 1980].
3. K-means and K-median

The K-means algorithm, probably the first one of the clustering algorithms proposed, is based on a very simple idea: Given a set of initial clusters, assign each point to one of them, and then each cluster center is replaced by the mean point on the respective cluster. These two simple steps are repeated until convergence. A point is assigned to the cluster which is close in Euclidean distance to the point. Although K-means has the great advantage of being easy to implement, it has two big drawbacks. First, it can be really slow since in each step the distance between each point to each cluster has to be calculated, which can be really expensive in the presence of a large dataset. Second, this method is really sensitive to the provided initial clusters, however, in recent years, this problem has been addressed with some degree of success. 

If instead of the Euclidean distance the 1-norm distance is used:
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a variation of K-means is obtained and it is called K-median, the authors claim that this variation is less sensitive to outliers than traditional K-means due to the characteristics of the 1-norm. The algorithm is as follows:

1. Select k objects as initial centers;

2. Assign each data object to the closest center;

3. Recalculate the centers of each cluster;

4. Repeat steps 2 and 3 until centers do not change;

The main weakness points of K-means are the number of clusters may or may not be known prior and the randomly initialization of clusters seed effect the result of clustering [Jiawei Han and Michelle Kamber, 2001].
4. Suggested Solving of K-Means Weakness Points

To determine the number of clusters K and the optimal cluster center seeds which can be initialized to the K-means. genetic algorithms (GA) based clustering technique can automatically evolve the appropriate clusters number of a data set. The chromosome encodes the centers of clusters, whose value may vary. Modified versions of crossover and mutation operators are used. 

4.1 Genetic Algorithm.

Genetic Algorithms (GA) belong to a class of search techniques that mimic the principles of natural selection to develop solutions of large optimization problems. GAs operate by maintaining and manipulating a population of potential solutions called chromosomes [Sivanandam &Deepa, 2008]. Each chromosome has an associated fitness value which is a qualitative measure of the goodness of the solution encoded in it. This fitness value is used to guide the stochastic selection of chromosomes which are then used to generate new candidate solutions through crossover and mutation. Crossover generates new chromosomes by combining sections of two or more selected parents. Mutation acts by randomly selecting genes which are then altered; thereby preventing suboptimal solutions from persisting and increases diversity in the population. The process of selection, crossover and mutation continue for a fixed number of generations or until a termination Condition is satisfied. GAs have applications in fields as diverse as VLSI design, pattern recognition, image processing, neural networks, machine learning, etc. [Mitra, Sushmita, 2003]

GA algorithm used to find optimal clusters' seeds & their number according to flowchart of the algorithm is shown in the figure(1).


Fig. (1) Adapted GA for Clusters seeds detection

4.2 GA Steps
A.Representation ( encoding of solution)

The value of K is assumed to lie in the range [Kmin; Kmax], where Kmin is chosen to be 2 unless specified otherwise. The length of a string is taken to be Kmax where each individual gene position represents either apointer to actual center or a null.

B.Population initialization

For initializing these centres, Ki points are chosen randomly from the dataset. These points are distributed randomly in the chromosome. Let us consider the following example. 

Example: Let Kmin =2 and Kmax =10. Let the random number Ki be equal to 4 for chromosome i. Then this chromosome will encode the centres of 4 clusters. Let the 4 cluster centres (4 randomly chosen points from the data set) be (10:0, 5:0) (20:4, 13:2) (15:8, 2:9) (22:7, 17:7). On random distribution of these centres in the chromosome, it may look like :

[null,((20:4;13:2),null,null,((15:8;2:9) ,null,((10:0;:0)((22:7;17:7),  null,null].
C.Fitness computation
The fitness of a chromosome is computed using the Davies–Bouldin index (DBi). DBI is determined as follows [C.C. Bojarczuk, H.S. Lopes, A.A. Freitas, 2000] : Given a partition of the N points into K clusters, one first defines the following measure of within-to-between cluster spread for two clusters, Cj and Ck for 1 ≤ j, k ( K and j ( k. 
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where ej and ek are the average dispersion of Cj and Ck, and Djk is the Euclidean distance between Cj and Ck. If mj and mk are the centers of Cj and Ck, consisting of Nj, and Nk points respectively:
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After that the DBi is defined as:
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The objective is to minimize the DB index for achieving proper clustering. The fitness function for chromosome j is defined as 1/DBj , where DBj is the Davies–Bouldin index computed for this chromosome. 

D.Genetic Operations

a.Selection: Conventional proportional selection is applied on the population of strings.

b.Crossover: Single point crossover, applied stochastically with probability (c, is explained below with an example.

Example: Suppose crossover occurs between the following two strings:

null,   (   , null, null, (    ,| null , ( , (    ,null, null
null,   (   , null, (     , null,| (      , ( ,null, (    ,null
Let the crossover position be 5 as shown above. Then the offspring are:

null,   (   , null, null, (    , (      , ( ,null, (    ,null
null,   (   , null, (     , null, null , ( , (    ,null, null
c.Mutation: Each position in a chromosome is mutated with probability (m in the following way. If the value at that position is not null , then it becomes null else new cluster center is created by selecting random points from dataset and making the pointer point to it.
5. Results
We applied the approach on following datasets:

1- Wisconsin Breast Cancer Database (January 8, 1991) Dr. WIlliam H. Wolberg (physician) ,    University of Wisconsin Hospitals.

2- Heart Disease Databases, Hungarian Institute of Cardiology. Budapest: Andras Janosi, M.D, Date: July, 1988.

3- Car Evaluation Database, Donors: Marko Bohanec,   (marko.bohanec@ijs.si)

               Blaz Zupan      (blaz.zupan@ijs.si) ,Date: June, 1997

4- Johns Hopkins University Ionosphere database, Donor: Vince Sigillito (vgs@aplcen.apl.jhu.edu), Date: 1989

We got the following table:
Table 1. shows the results of suggested method

	Dataset number
	Object in Dataset
	Number of clusters detected by GA
	Iteration of 
K-means without GA
	Iteration of 
K-means 
with GA

	1
	696
	2
	109
	15

	2
	72
	2
	25
	5

	3
	1728
	4
	313
	65

	4
	351
	2
	52
	11


6. Conclusion
In this paper we solved the main problems in k-means clustering which are the number and seeds for clusters. We introduce a method to find the Seeds of clusters in dataset using GA these parameters playing important role in most clustering algorithms. They are reduced the number of iterations may be needed to reach the centers of clusters.
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