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Abstract
Data mining is the modern technique for analysis of huge of data such as KDD CUP 99 data set that is applied in network intrusion detection. Large amount of data can be handled with the data mining technology. It is still in developing state, it can become more effective as it is growing rapidly.

Our work in this paper survey is for the most algorithms Data Mining using KDD CUP 99 data set in the classification of attacks and compared their results which have been reached, and being used of the performance measurement such as, True Positive Rate (TP), False Alarm Rate(FP), Percentage of Successful Prediction (PSP) and training time (TT) to show the results, the reason for this survey is to compare the results and select the best system for detecting intrusion(classification). The results showed that the Data Mining algorithms differ in the proportion of determining the rate of the attack, according to its type. The algorithm Random Forest Classifier detection is the highest rate of attack of the DOS, While Fuzzy Logic algorithm was the highest in detection Probe attack. The two categories R2U and R2L attacks have been identified well by using an MARS, Fuzzy logic and Random Forest classifiers respectively.

MARS getting higher accuracy in classification, while PART classification algorithm got less accuracy. OneR got the least training time, otherwise Fuzzy Logic algorithm and MLP algorithm got higher training time.
Keywords: - KDD CUP 99, Network Intrusion Detection, Decision Trees, Naïve Bayes, Fuzzy Logic, Support Vector Machines, Data Clustering , Association Rules, Multivariate Adaptive Regression Splines. 
الخلاصة
تعدين البيانات هي واحده من التقنيات الحديثه لتحليل البيانات الضخمه مثل بيانات KDD CUP 99 والمتخصصه في مجال اكتشاف الاختراقات.  الهدف من البحث هو استعراض وتقييم لخوارزميات تعدين البيانات والتي تم تطبيقها على بيانات KDD CUP 99 لتصنيف الهجومات و قياس النتائج من ناحية الدقه والسرعه هذا من جانب، ومن جانب اخر اختيار افضل خوارزميه تصنيف مع هذه البيانات.اظهرت النتائج ان خوارزميات تعدين البيانات تتفاوت في اكتشاف الهجومات وتحديد صنفها. خوارزمية الغابات العشوائيه كانت صاحبة اعلى نسبة اكتشاف بالنسبه لهجومات الـ DOS بينما خوارزمية المنطق المضبب صنفت هجومات الــ Probe بنسبه عاليه. هجومات R2U و R2L تم تصنيفها بشكل جيد من قبل خوارزمية MARS، المنطق المضبب، و مصنف الاشجار العشوائيه على التوالي. 

خوارزمية MARS كانت صاحبة اعلى دقه في التصنيف بينما كانت خوارزمية PART رديئه جدا". خوارزمية ONER تم تدريبها باقل وقت بينما خوارزمية المنطق المضبب و خوارزمية MLP تدربت ببطئ.

1. INTRODUCTION 

One of the main challenges in the security management of large-scale high-speed networks is the detection of suspicious anomalies in network traffic patterns due to Distributed Denial of Service (DDoS) attacks or worm propagation (Chritos D.,2003)(Zesheng C.,2003). The face of this progress as quickly and processing the largest number of data in a limited time to explore our data mining techniques to achieve Data confidentiality, Data integrity and Data availability.

Intrusion detection techniques using data mining have attracted more and more interests in recent years. As an important application area of data mining, they aim to meliorate the great burden of analyzing huge volumes of audit data and realizing performance optimization of detection rules. Different researchers propose different algorithms in different categories, from Bayesian approaches (George H.,1995) to decision trees (Quinlan J.,1993), from rule based models to functions studying (Kohavi R.,1996). The detection efficiencies therefore are becoming better and better than ever before (Huy A. N.,2008).

 KDD99 was the used data set for most researchers in the development of algorithms to determine the intrusion, which dealt with the data set in different ways and multiple processors to reach the best results.
KDD 99 that contains the Connection classified as normal and attack, into different distributions, while  attacks were classified into four sections represented into DoS (deny of service), Probe (information gathering), U2R (user to root), U2L (remote to local) in different numbers (KDD CUP 1999 source code).

 In this paper, a comprehensive set of algorithms will be evaluated on the KDD dataset  being tried to detect attacks on the four attack categories: Probe, DoS, U2R, R2L. These four attacks have distinct unique execution dynamics and signatures, which motivates us to explore if in fact certain, but not all, detection algorithms are likely to demonstrate superior performance for a given attack category (Huy A. N.,2008), and from the performance comparison result of the classifiers, deduce the appropriate algorithm in the classification of the attack based on the KDD99 in find out its type and time of each algorithm to address our survey of most researchers who have used these data with data mining algorithms.

This survey will be the measure of researchers to depend on to compare their results they get from the use of KDD 99 with Data Mining algorithms with the best results of the survey and thus the comparison easier and faster. 

The survey results show that different algorithms identify attacks and to varying degrees most of the algorithms were more accurate in determining the offensive (DOS, Probe) than others. Most of the algorithms with high rate in determining the infiltration was the highest false alarm, that the algorithm MARS were higher accuracy in determining the attack and special attacks top gravity (U2R, R2L) while the algorithm PART less accurate. The algorithm OneR took less time for training while Fuzzy Logic and MLP the highest time for training.

The rest of the paper is arranged as follows. Section 2 Related works,  In Section 3, KDD CUP 99 Data set description and how to make preprocessing and different performance measure, survey different techniques will be explained in Section 4, Section 5 showing results and discussion, finally in Section 6 the conclusions have been mentioned.
2. RELATED WORKS

Warrender et. al. (Warrender C.,1999) have proposed several intrusion detection methods based upon system call trace data. They tested a method that utilizes sliding windows to determine a database of normal sequences to form a database for testing against test instances. They then used a similar method to compare windows in the test instances against the database and classify instances according to those in the normal sequence database. The function requires sequential analysis of a window of system calls for each call made by a process. This requires the maintenance of a large database of normal system call trace sequences.
Wenke Lee et. al. (Wenke L.,2000) proposed (Mining Audit Data for Automated Models for Intrusion Detection) (MADAM ID) is one of the best known data mining projects in intrusion detection. It is an off-line IDS to produce anomaly and misuse intrusion detection models for network and host systems. Association rules and frequent episodes are applied in MADAM ID to replace hand-coded intrusion patterns and profiles with the learned rules.
Agarwal R. et. al. (Agarwal R.,2000) proposed a two-stage general-to-specific framework for learning a rule-based model  (PNrule) to learn classifier models on KDD 99 data set that has widely different class distributions in the training data.
D. Barbara et. al. (Daniel B.,2001) proposed (Audit Data Analysis and Mining) which is an intrusion detector built to detect intrusions using data mining techniques. It first absorbs training data known to be free of attacks. Next, it uses an algorithm to group attacks, unknown behavior, and false alarms. 
T. Abraham (Abraham T.,2001) proposed (Intrusion Detection using Data Mining Technique) which is a real-time NIDS for misuse and anomaly detection. It applies association rules, meta rules, and characteristic rules. It employs data mining to produce description of network data and uses this information for deviation analysis.
Z. Zhang et. al. (Zheng Z.,2001) proposed a statistical neural network classifier for anomaly detection, which can identify UDP flood attacks. Comparing different neural network classifiers, the back propagation neural network (BPN) has shown to be more efficient in developing IDS.
A. Chauhan et. al. (Yeung D. Y.,2002) review the current state of art data mining techniques with intrusion detection system in brief and highlights its advantages and disadvantages.
Xin Xu et. al. (Xu X.,2006) presented a framework for adaptive intrusion detection based on machine learning. Multi-class Support Vector Machines (SVMs) is applied to classifier construction in IDSs. 

Yang Li et. al. (Li Y.,2007) though realize the deficiencies of KDD dataset, developed a supervised network intrusion detection method based on Transductive Confidence Machines for K-Nearest Neighbors (TCM-KNN) machine learning algorithm and active learning based training data selection method. 
M. Panda et. al. (Mrutyunjaya P.,2007) study performance of three well known data mining classifier algorithms namely, ID3, J48 and Naïve Bayes are evaluated based on the 10-fold cross validation test by using the KDD CUP 99 data set.

Mohammed M. et. al. (Mohammed M. M.,2009) proposed a comprehensive analysis classification techniques are used to predict the severity of attacks over the network. Compared zero R classifier, Decision table classifier and Random Forest classifier with KDD CUP 99 databases from MIT Lincoln laboratory.

S. Sathyabama et. al. (Sathyabama S.,2011) used clustering techniques to group user’s behavior together depending on their similarity and to detect different behaviors and specified as outliers. 
3. KDD CUP 99 DATA SET DESCRIPTION

Since 1999, KDD’99 (KDD CUP 1999 source code) has been the most wildly used data set for the evaluation of anomaly detection methods. This data set is prepared by Stolfo et. al. (Salvatore J. S.,2000) and is built based on the data captured in DARPA’98 IDS evaluation program. DARPA’98 is about 4 gigabytes of compressed raw (binary) tcpdump data of 7 weeks of network traffic, which can be processed into about 5 million connection records, each with about 100 bytes. The two weeks of test data have around 2 million connection records. KDD training dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features and is labeled as either normal or an attack, with exactly one specific attack type (Mahbod T.,2009). 

KDD99 is actually composed of three datasets. The largest one is called “Whole KDD”, which contains about 4 million registers. This is the original dataset created out of the data collected by the sniffer. 
Since the amount of data to be processed is too high, it is interesting to reduce the computational costs involved as much as possible. Thus, a subset containing only 10% of the training data, taken randomly from the original dataset was created. This resulted in the “10% KDD” dataset used to train the IDS (Mahbod T.,2009). 

In addition to the “10% KDD” and “Whole KDD”, there is a testing dataset known as “Corrected KDD”. This dataset does not have the same distribution of probability of attacks as is the case in the other bases. This happens because the “Corrected KDD” includes 14 new types of attacks aiming at checking the IDS performance to unknown forms of attacks. Note that in the complete dataset (Whole KDD) and in the training dataset (10% KDD) there are 22 types of attacks in total these explain in the Table 1 and Table 2 (Nelcileno A.,2010). 

It is also important to mention that the KDD’s training dataset contains a large number of connections for the categories normal, probe and DoS. They represent approximately  99.76% of the whole dataset, as it is show in the Table1 (Nelcileno A.,2010).
Table 1: Number of Samples in KDD CUP 99 Data Sets

	KDD dataset
	Total
	DoS
	Probe
	R2L
	U2R
	Normal

	Whole KDD
	4,898,430
	3,883,370
	41,102
	1,126
	52
	972,780

	Corrected KDD
	311,029
	229,853
	4,166
	16,347
	70
	60,593

	10% KDD
	494,020
	391,458
	4,107
	1,126
	52
	97,277


10% KDD connection is divided into two parts training and test instance which has been explained and classified as normal and attack as in Table 2 (Mahbod T.,2009):

Table 2: KDD CUP 99 10% Training and Testing Dataset distribution

	Dataset Label
	Dos
	Probe
	U2R
	R2L
	Total Attack
	Total Normal

	Training data
	79.24%
	0.83%
	0.01%
	0.23%
	80.31%
	19.69%

	Testing data
	73.90
	1.34%
	0.07%
	5.20%
	81.51
	19.49%


The simulated attacks fall in one of the four categories: Denial of Service Attack (DoS), User to Root Attack (U2R), Remote to Local Attack (R2L), Probing Attack (Nelcileno A.,2010). It is important to note that the test data is not from the same probability distribution as the training data, and it includes specific attack types not in the training data which make the task more realistic. Some intrusion experts believe that most novel attacks are variants of known attacks and the signature of known attacks can be sufficient to catch novel variants. The datasets contain a total number of (24) training attack types, with an additional (14) types in the test data. KDD 99 features can be classified into three groups (Nelcileno A.,2010):
1) Basic features: this category encapsulates all the attributes that can be extracted from a    

            TCP/IP connection. Most of these features leading to an implicit delay in detection.

2) Traffic features: this category includes features that are computed with respect to a window      interval and is divided into two groups: same host features, same service features. The two aforementioned types of “traffic” features are called time-based. However, there are several slow probing attacks that scan the hosts (or ports) using a much larger time interval than 2 seconds. To solve this problem, the “same host” and “same service” features are re-calculated but based on the connection window of 100 connections rather than a time window of 2 seconds. These features are called connection-based traffic features (Nelcileno A.,2010).

3) Content features: unlike most of the DoS and Probing attacks, the R2L and U2R attacks don’t have any intrusion frequent sequential patterns. This is because the DoS and Probing attacks involve many connections to some host(s) in a very short period of time; however    the R2L and U2R attacks are embedded in the data portions of the packets, and normally involves only a single connection. To detect these kinds of attacks, we need some features to be able to look for suspicious behavior in the data portion, e.g., number of failed login     attempts. These features are called content features, the following table explains all feature (Mahbod T.,2009).
TABLE 4: The No. Attributes and the Attributes Used in the Paper

	No.
	Network attributes
	No.
	Network attributes
	No.
	Network attributes

	1
	duration
	15
	su_attempted
	29
	same_srv_rate

	2
	protocol_type
	16
	num_root
	30
	diff_srv_rate

	3
	service
	17
	num_file_creations
	31
	srv_diff_host_rate

	4
	flag
	18
	num_shells
	32
	dst_host_count

	5
	src_bytes
	19
	num_access_files
	33
	dst_host_srv_count

	6
	dst_bytes
	20
	num_outbound_cmds
	34
	dst_host_same_srv_rate

	7
	land
	21
	is_host_login
	35
	dst_host_diff_srv_rate

	8
	wrong_fragment
	22
	is_guest_login
	36
	dst_host_same_src_port_rate

	9
	urgent
	23
	count
	37
	dst_host_srv_diff_host_rate

	10
	hot
	24
	srv_count
	38
	dst_host_serror_rate

	11
	num_failed_logins
	25
	serror_rate
	39
	dst_host_srv_serror_rate

	12
	logged_in
	26
	srv_serror_rate
	40
	dst_host_rerror_rate

	13
	num_compromised
	27
	rerror_rate
	41
	dst_host_srv_rerror_rate

	14
	root_shell
	28
	srv_rerror_rate
	
	


3-1 Preprocessing

Derived features will be reduced from each of network packets, since may be irrelevant with poor prediction ability to the target patterns, and some of the them may be redundant due to they are highly inter-correlated with one of more of the other features which decreases not only the detection speed but also detection accuracy possibly (Yuehui C.,2005). 
Figure 3 shows the classification of the 41 features of the dataset sorted in a descending order through the information gain ratio. Most of the features have Information Gain Ratio (IGR) under the average of the data set, (IGR average = 0.22). In fact, only 20 features are above the average. This shows that the original database has data concentration in a small group of values. Features that result in a convergence of connection categories within a small group of values are little significant to describe a node behavior. This indicates that the original dataset may contain irrelevant data for the IDS and so needs to be optimized (Wei W.,2008).
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W. Wang at el. (Wei W.,2008) proposed to use  the most 10 common attributes that different methods simultaneously selected to form the key set of attributes shown in Table 5 for detection of different categories of attacks.

                          Table 5: Selected Attributes for Individual Attack Category

	Attacks
	Selected Attributes 

	DoS
	3,4,5,6,8,10,13,23,24,37

	Probe
	3,4,5,6,29,30,32,35,39,40

	R2L
	1,3,5,6,12,22,23,31,32,33

	U2R
	1,2,3,5,10,13,14,32,33,36


After reducing KDD features from each record, pre-processing will be done by converting each feature from text or symbolic into numerical form. In this conversion, for each symbol an integer code is assigned. For instance, in the case of protocol type feature, 0 is assigned to TCP, 1 to UDP, and 2 to the ICMP symbol. Attack names were first mapped to one of the five classes, 0 for Normal, 1 for Probe, 2 for DoS, 3 for U2R, and 4 for R2L. Three features spanned over a very large integer range, namely length [0, 60000], src_bytes [0, 1.3 billion] and dst_bytes [0, 1.3 billion]. Logarithmic scaling (with base 10) was applied to these features to reduce the range to [0.0, 4.78], [0.0, 9.14] and [0.0, 9.14] respectively. All other features were Boolean, in the range [0.0, 1.0]. For normalizing feature values, a statistical analysis is performed on the values of each feature based on the existing data from KDD Cup's 99 dataset and then acceptable maximum value for each feature is determined (Marjan B.,2009).
One of the most important deficiencies in the KDD data set is the huge number of redundant records, which causes the learning algorithms to be biased towards the frequent records, and thus prevent them from learning unfrequent records which are usually more harmful to networks such as U2R and R2L attacks. In addition, the existence of these repeated records in the test set will cause the evaluation results to be biased by the methods which have better detection rates on the frequent records (Mahbod T.,2009).
This issue was solved by removing all the repeated records in the entire KDD train and test set, and kept only one copy of each record. Tables 5 and 6 illustrate the statistics of the reduction of repeated records in the KDD train and test sets, respectively.
Table 6: Statistics of Redundant in the KDD Train Set

	
	Original Records
	Distinct Records
	Reduction Rate

	Attacks
	3,925,650
	262,178
	93.32%

	Normal
	972,781
	812,814
	16.44%

	Total
	4,898,431
	1,074,992
	78.05%


Table 7:Statistics of Redundant in the KDD Test Set

	
	Original Records
	Distinct Records
	Reduction Rate

	Attacks
	250,436
	29,378
	88,26%

	Normal
	60,591
	47,911
	20,92%

	Total
	311,027
	77,289
	75,15%


3-2 Performance Comparison Measures

To rank the different results, there are standard metrics that have been developed for evaluating network intrusion detections. Detection Rate (DR) and false alarm rate are the two most famous metrics that have already been used; as in Equations 1 and 2 respectively (Marjan B.,2009). 
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Confusion Matrix is the measurement of performances of IDS having the elements appeared in Table 8 (Kusum K. B.,2010).
  Table 8: Standard Metrics for Evaluation of Intrusions (Attacks) in KDD 99 Dataset

	Confusion Matrix (Standard Metrics)
	Predicted Connection Label

	
	Normal
	Intrusions(Attacks)

	Actual Connection label
	Normal
	True Negative(TN)
	False Alarm(FP)

	
	Intrusions(Attacks)
	False Negative (FN)
	Correctly detected Attacks(TP)


In the KDD Cup 99, the criteria used for evaluation of the participant entries is the Cost Per Test (CPT) computed using the confusion matrix and a given cost matrix (Marjan B.,2009).
 The accuracy is based on the Percentage of Successful Prediction (PSP) on the test data set (Fatin N. M.,2011), according  to the Equation 3.
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Higher values of PSP and Lower of CPT show better classification for the intrusion detection system. In this work, we used PSP to rank the different results (Adnan M. A.,2011).

4. SURVEY OF APPLIED TECHNIQUES
This section has revealed a survey of data mining techniques that have been applied to IDSs using KDD CUP 99 data set by various research groups.
4-1. K-Means Clustering(K-Means)
In K-Means clustering, (Kusum K. B.,2010) assignment of the data points to clusters is depend upon the distance between cluster centroid and data point. Accuracy of k-means clustering depends upon the value of k. determining the appropriate number of clusters is challenging area for researchers. 
4-2. Nearest cluster algorithm (NEA). 

 Nearest cluster algorithm (Maheshkumar S., 2002), is a condensed version of K-nearest  neighbor clustering algorithm. Input to this algorithm is a set of cluster centers generated  from  the training data set using standard clustering algorithms like K-Means, E&M binary split, and leader algorithm.

4-3. Fuzzy-connectedness based Clustering (FCC)

The Fuzzy-Connectedness Clustering (FCC) (Qiang W. V.,2004), for intrusion detection based on the concept of fuzzy connectedness. With little prior knowledge, the proposed method allows the discovery of clusters of any shape and can detect not only the known intrusion types, but also their variants.

This clustering algorithm starts by assigning the seed points into corresponding clusters. The two parameters in FCC, the number of seed points and the number of neighbors, do not seem to affect greatly the performance of the algorithm. 
4-4 . ID3 Algorithm
ID3, (Amanpreet C.,2011) is considered to be a very useful Inductive Logic Programming method developed. ID3 is an attribute based machine-learning algorithm that constructs a decision tree which is said to be based on a given training data set. 
4-5. J48 Algoithm

The J48 algorithm (Huy A. N.,2008), is based on the algorithm designed with features which easily address the loopholes that are present in ID3. This algorithm was primarily designed as the enhanced version of C4.5 as the principal disadvantage of C4.5 was the amount of CPU time it took and the system memory it required. 
4-6. Partial Decision Tree (PART)

The PART algorithm (Mohammed M. M.,2009), was developed by Frank and Witten. This name was chosen because this algorithm generates rules by repeatedly producing partial decision trees. This algorithm is derived from C4.5 and RIPPER algorithms. Both C4.5 and RIPPER use decision trees to generate the rule set. Unlike those rules, PART does not need to perform global optimization. In global optimization decision tree is been generated, then transformed it into a rule set and finally it simplifies the rules. For huge data sets, Global Optimization needs excessive time to generate rules. PART uses “separate and-conquer” strategy. In this strategy, one rule is generated at a time. Then it removes the instances covered by that rule and iteratively induces further rules for the remaining instances until none is left. In a multi-class setting this automatically leads to an ordered list of rules. An ordered list of rules is a type of classifier that is termed as ‘decision list’. 

4-7. NBTree
NBTree (Yeung D. Y.,2002), is a hybrid between decision trees and NaïveBayes. It creates trees whose leaves are NaïveBayes classifiers for the instances that reach the leaf. It is quite reasonable to expect that NBTree can outperform NaïveBayes; but instead, may have to scarify some speed.
4-8. Support Vector Machines (SVM) 

First maps the input vector into a higher dimensional feature space and then obtain the optimal separating hyper-plane in the higher dimensional feature space (Huy A. N.,2008). An SVM classifier is designed for binary classification. The generalization in this approach usually depends on the geometrical characteristics of the given training data, and not on the specifications of the input space. This procedure transforms the training data into a feature space of a huge dimension. That is, to separate a set of training vectors which belong to two different classes (Xu X.,2006).
4-9. Fuzzy Logic (FL)
It processes the input data from the network and describes measures that are significant to the anomaly detection (Amanpreet C.,2011). Fuzzy logic (or fuzzy set theory) is based on the concept of the fuzzy phenomenon to occur frequently in real world. Fuzzy set theory considers the set membership values for reasoning and the values range between 0 and 1. That is, in fuzzy logic the degree of truth of a statement can range between 0 and 1 and it is not constrained to the two truth values (i.e. true, false). A fuzzy system comprises of a group of linguistic statements based on expert knowledge. This knowledge is usually in the form of if-then rules. A case or an object can be distinguished by applying a set of fuzzy logic rules based on the attributes’ linguistic value .
4-10. Naïve Bayes 
It classifier provides a simple approach based on the inferences of probabilistic graphic models which specify the probabilistic dependencies underlying a particular model using a graph structure (Huy A. N.,2008). In its simplest form, a probabilistic graphical model is a graph in which nodes represent random variables, and the arcs represent conditional dependence assumptions. Hence it provides a compact representation of joint probability distributions. An undirected graphical model is called as a Markov network, while a directed graphical model is called as a Bayesian network or a Belief network (Mrutyunjaya P., 2009).
4-11. BayesNet
It could represent the probabilistic relationships between attribute sets and types of intrusions. Given an attribute vector of an instance, the Bayesian network can also be used to compute its probabilities of the presence of various classes (normal or individual type of intrusions) (Huy A. N.,2008).
Formally,  Bayesian networks are Directed Acyclic Graphs (DAG) whose nodes represent variables, and whose arcs encode conditional dependencies between the variables. Each node contains the states of the random variable that it represents and a Conditional Probability Table (CPT). The parent-child relationship between nodes in a Bayesian network indicates the direction of causality between the corresponding variables (Wei W.,2008).

4-12. Decision Table

Is a precise yet compact way to model complicated logic. Decision tables, like flowcharts and if-then-else and switch-case statements, associate conditions with actions to perform, but in many cases do so in a more elegant way (Huy A.N.,2008).
Each decision corresponds to a variable, relation or predicate whose possible values are listed among the condition alternatives. Each action is a procedure or operation to perform, and the entries specify whether (or in what order) the action is to be performed for the set of condition alternatives the entry corresponds to. Many decision tables include in their condition alternatives the “Don’t care term“ symbol, a hyphen. Using don't cares can simplify decision tables, especially when a given condition has little influence on the actions to be performed. In some cases, entire conditions thought to be important initially are found to be irrelevant when none of the conditions influence which actions are performed (Maheshkumar S.,2002).
4-13. Random Forest Classifier 
Random Forest was formulated in 1995 (Yeung D. Y.,2002). This method combines bagging and the random selection of features to construct a group of decision trees with controlled variation. The selection of a random subset of features is a method of random subspace method, which is a way to implement stochastic bias proposed by Eugene Kleinberg. The performance of Decision Table and Random Forest classifiers are used to predict the classification accuracy. Based on this, Random Forest outperforms on the most techniques.  
4-14. Ripper Algorithm (JRip)

RIPPER was introduced  in 1995 (Jens H.,2009), as a successor of the IREP algorithm for rule induction. RIPPER is one of the basic and most popular algorithms. Classes are examined in increasing size and an initial set of rules for the class is generated using incremental reduced-error pruning. 

RIPPER learns such rules in a greedy manner, following a separate-and-conquer strategy. Prior to the learning process, the training data is sorted by class labels in ascending order according to the corresponding class frequencies. Rules are then learned for the m-1 classes, starting with the smallest one. Once a rule has been created, the instances covered by that rule are removed from the training data, and this is repeated until no instances from the target class are left. The algorithm then proceeds with the next class. Finally, when RIPPER finds no more rules to learn, a default rule (with empty antecedent) is added for the last (and hence most frequent) class (Jens H.,2009).
4-15. OneR

OneR (Witten I. H.,2005), is another basic algorithm using Rule based model. It generates a one-level decision tree expressed in the form of a set of rules that all test one particular attribute. OneR is a simple, cheap method that often comes up with quite good rules for characterizing the structure in data.
4-16. Multilayer Perceptron (MLP)

Multilayer perceptron (MLP) (Yeung D. Y.,2002), is one of the most commonly used neural network classification algorithms. The architecture used for the MLP during simulations with KDD dataset consisted of a three layer feed-forward neural network: one input, one hidden, and one output layer. Unipolar sigmoid transfer functions were used for each neuron in both the hidden and the output layers with slope value  of  (1.0). The  learning  algorithm  used  was stochastic  gradient  descent  with  mean  squared  error function.   There were  a  total  of  41  neurons  in  the  input layer  (41-feature  input  pattern),  and  5  neurons  (one  for each class) in the output layer.
4-17. Self-Organizing Map algorithm (SOM)
Its performs a nonlinear, ordered, smooth mapping of high-dimensional input data manifolds onto the elements of a regular, low-dimensional array (Manikantan R.,2003). The algorithm converts non-linear statistical relationships between data points in a high-dimensional space into geometrical relationships between points in a two-dimensional map. A SOM can then be used to visualize the abstractions (clustering) of data points in the input space. The points in the SOM are called neurons, and are represented as multidimensional vectors. If the data points in the input space are characterized using k parameters and represented by k-dimensional vectors, the neurons in the SOM are also specified as k-dimensional vectors.
4-18. Gaussian  classifier  (GAU)

Maximum likelihood Gaussian classifiers assume inputs are uncorrelated and distributions  for  different  classes  differ  only  in  mean values.  Gaussian classifier is based on the Bayes decision theorem (Richard O. D.,1973). 

4-19 Multivariate Adaptive Regression Splines (MARS)

Splines can be considered as an innovative mathematical process for complicated curve drawings and function approximation (Sriniras M.,2002). To develop a spline, the X-axis is broken into a convenient number of regions. The boundary between regions is also known as a knot. With a sufficiently large number of knots virtually any shape can be well approximated. While it is easy to draw a spline in 2-dimensions by keying on knot locations (approximating using linear, quadratic or cubic polynomial etc.), manipulating the mathematics in higher dimensions is best accomplished using basis functions. The MARS model is a regression model using basis functions as predictors in place of the original data. The basis function transform makes it possible to selectively blank out certain regions of a variable by making them zero, and allows MARS to focus on specific sub regions of the data. It excels at finding optimal variable transformations and interactions, and the complex data structure that often hides in high-dimensional data (Sriniras M.,2002).
4-20 Apriori

It is a confidence-based Association Rule Mining algorithm. The basic idea of the Apriori algorithm is to generate frequent item sets for a given dataset and then scan those frequent item set to distinguish most frequent items in this dataset. The process is iterative. Because generated frequent item sets from a step can construct another item sets by joining with previous frequent item sets (Mohammed M. M.,2009). 

5. RESULTS AND DISCUSSION 

The main objective of this survey is to determine the best way to classify and analyze the KDD99 data set in order to get high accuracy in the classification of attacks and in training time, and know any better way to identify each type of four attacks (Probe, Dos, U2R, R2L) in order to facilitate the task of choice for researchers in the future.

Best performing instances of all the 20 algorithms mentioned above were evaluated on the KDD dataset. Simulation results are given in the Table 9 to compare the classifiers; we used TP and FP for each algorithm. These parameters will be the most important criteria for the classifier to be considered as the best algorithm for the given attack category. Besides, it is also at equal importance to record Percentage of Successful (PSP) and Training Time (TT) of each algorithm in the Table 10. In the selection process, one algorithm will be disqualified if its PSP is too low, despite its outstanding performance in one specific attack category. TT on the other hand, will give us the idea about which algorithm can be implemented in a real-time network intrusion detection system.
Just as we expected that no single algorithm could detect all attack categories with a high probability of detection and a low false alarm rate. It strengthen our belief that different algorithms should be used to deal with different types of network attacks. Results also show that for a given attack category, certain algorithms demonstrate superior detection performance compared to others. For DoS category, most algorithms yield very high TP rates – averagely 87.8%. ID3,Naïve Bayes and GAU are the only that lags behind as it gives a TP at 74%,79%,82% respectively. Random Forest Classifier is outperforms the others at 99.2%. 

Probe attacks have got the highest TP rates averagely 77% in most algorithms. ID3, Decision Table and OneR algorithms are the only that lags behind as it gives a TP at 57.14%, 57.6%, 13% respectively. Fuzzy logic outperforms the others at 98.4%.

SVM and Random Forest classifier are the best two classifiers with FP at 0.007% and 0.017% respectively in determine U2R attack. In R2L attacks, only MARS and Fuzzy Logic could produce TP rate about 99.5%,92% respectively of attacks while the others algorithm just lag behind with inappreciable results.
Comparison was made to obtain the accuracy from above algorithms and determine Training Time for each them.

Results on a subset of KDD-99 dataset showed MARS easily achieves high detection accuracy (higher than 96%) with 67.9 sec. time training , while Fuzzy Logic achieve accuracy 94.8% with 873.9 sec. time training otherwise PART achieve less accuracy 45% with 169 sec. training time. OneR the fastest method of learning time (3.75) sec. and accuracy 89.31%.

The stability of efficiency and accuracy is for the J48 algorithm. With different settings, the Detection Rate stayed always above 92% while the False Alarm Rate was below 16%.MLP achieve higher accuracy than naïve Bayes, but more time consuming for training (TT) and has low cost factor. However, it generates somewhat less false  positives.Classification accuracy between training data and test data is 87.5% for Apriori. In contrast, PART has detected more classes (7 classes) compared to Apriori. However accuracy of classification between Training and Test data by PART is inferior to Apriori i.e. 46.67%. In terms of computational time, Apriori shows the supremacy which is shown in Table 10.In Subset dataset KDD99 has been proved that neural networks algorithm (MLP) is able to achieve accuracy better than SOM , SVM and K-Means for known attacks identification, but the processing time will be increased. MARS is superior to most algorithms in respect to classifying the most important classes U2R and R2L Accurately the amount of  99.71%,  99.48% respectively in terms of the attack severity.
Table 9: Performance Comparison of the 20 Algorithms
	Seq.
	Classifier 
	Metric
	DoS
	Probe
	U2R
	R2L
	Training Set Size

	1
	K-Means (Qiang W. V.,2004)
	TP
	87.6
	97.3
	29.8
	6.4
	2,776

	
	
	FP
	2.6
	0.4
	0.4
	0.1
	

	2
	NEA (Maheshkumar S.,2002)
	TP
	96.7
	72.4
	22.3
	7.8
	1,074,991

	
	
	FP
	0.8
	0.2
	0.1
	0.6
	

	3
	FCC (Qiang W. V.,2004)
	TP
	91.6
	77.8
	12.7
	27.8
	2,776

	
	
	FP
	0.03
	0.023
	0.13
	0.002
	

	4
	ID3 (Amanpreet C.,2011)
	TP
	74.38
	57.14
	20
	6.25
	145,586

	
	
	FP
	1.711
	2.5
	3.1
	1.1
	

	5
	J48 (Huy A. N.,2008)
	TP
	96.8
	75.2
	12.2
	0.1
	49,596

	
	
	FP
	1
	0.2
	0.1
	0.5
	

	6
	PART (Mohammed M. M.,2009)
	TP
	97.0
	80.8
	1.8
	4.6
	444,458

	
	
	FP
	0.7
	0.3
	0.5
	0.01
	

	7
	NBTree (Huy A. N.,2008)
	TP
	97.4
	73.3
	1.2
	0.1
	49,596

	
	
	FP
	1.2
	1.1
	0.1
	0.5
	

	8
	SVM (Huy A. N.,2008)
	TP
	96.8
	70.1
	15.7
	2.2
	49,596

	
	
	FP
	1.11
	0.5
	0.007
	0
	

	9
	Fuzzy logic (Shanmugaradiru R.,2011)
	TP
	94.77
	98.4
	69.6
	92.1
	54,226

	
	
	FP
	5.5
	1.8
	6.7
	10.7
	

	10
	naïve Bayes (Huy A. N.,2008)
	TP
	79.2
	94.8
	12.2
	0.1
	49,596

	
	
	FP
	1.7
	13.3
	0.9
	0.3
	

	11
	BayesNet (Huy A. N.,2008)
	TP
	94.6
	83.8
	30.3
	5.2
	49,596

	
	
	FP
	0.2
	0.13
	0.3
	0.6
	

	12
	Decision Table (Yeung D. Y.,2002)
	TP
	97.0
	57.6
	32.8
	0.3
	15,919

	
	
	FP
	10.7
	0.4
	0.3
	0.1
	

	13
	Random Forest Classifier (Yeung D. Y.,2002)
	TP
	99.2
	98.2 
	86.2
	54.0
	15,919

	
	
	FP
	0.05
	0.01
	0.017
	0.09
	

	14
	JRip (Huy A. N.,2008)
	TP
	97.4
	83.8
	12.8
	0.1
	49,596

	
	
	FP
	0.3
	0.1
	0.1
	0.4
	

	15
	OneR (Huy A. N.,2008)
	TP
	94.2
	12.9
	10.7
	10.7
	49,596

	
	
	FP
	6.8
	0.1
	2
	0.1
	

	16
	MLP (Huy A. N.,2008)
	TP
	96.9
	74.3
	20.1
	0.3
	49,596

	
	
	FP
	1.4
	0.1
	0.1
	0.5
	

	17
	SOM (Huy A. N.,2008)
	TP
	96.4
	74.3
	13.3
	0.1
	49,596

	
	
	FP
	0.8
	0.3
	0.1
	0.4
	

	18
	GAU (Maheshkumar S.,2002)
	TP
	82.4
	90.2
	22.8
	9.6
	1,074,991

	
	
	FP
	0.9
	11.3
	0.05
	0.1
	

	19
	MARS (Sriniras M.,2002)
	TP
	94.73
	92.32
	99.71
	99.48
	11,982

	
	
	FP
	8.9
	12.2
	22.4
	17.9
	

	20
	Apriori (Mohammed M. M.,2009)
	TP
	87.9
	76.23
	12.33
	30.6
	444,458

	
	
	FP
	0.67
	1.7
	8.9
	23.8
	


TABLE 10: Performance Comparison of the 20 Algorithms 

	Seq.
	Classifier
	Percentage of Successful Prediction (PSP)%
	Training Time(TT)

Sec.

	1
	K-Means
	78.7
	70.7

	2
	NEA
	92.22
	10.63

	3
	FCC
	89.2
	56.2

	4
	ID3
	72.22
	120

	5
	J48
	92.06
	15.85

	6
	PART
	45.67
	169

	7
	NBTree
	92.28
	25.88

	8
	SVM
	81.38
	222.28

	9
	Fuzzy logic
	94.8
	873.9

	10
	naïve Bayes
	78.32
	5.57

	11
	BayesNet
	90.62
	6.28

	12
	Decision Table
	91.66
	66.24

	13
	Random Forest Classifier
	92.81
	491

	14
	JRip
	92.30
	207.47

	15
	OneR
	89.31
	3.75

	16
	MLP
	92.03
	350.15

	17
	SOM
	91.65
	192.16

	18
	GAU
	69.9
	177.4

	19
	MARS
	96.5
	67.9

	20
	Apriori
	87.5
	18


6. CONCLUSIONS 

Giving our analysis of the KDD Cup 99 data set, it became apparent that specialized detectors were needed to classify the various types of attacks that typically occur on computer networks. Some of them such as DoS or Probe attacks proved very easy to classify using simple models. More infrequent and subtle attacks such as R2L and U2R needed more sophisticated detectors.

In order to detect rare attacks, namely U2R, our experiments have shown that MARS, Fuzzy Logic and Random Forest Classifier proved to be most useful. Without such a technique, traditional classifiers failed.

However, none of the evaluated to most machine learning  classifier  algorithms  was  able  to perform  detection  of  U2R  and  R2L attack  categories  significantly  (no  more  than averagely 27% detection for U2R and 18% for R2L category) . It  is  reasonable  to  assert  that  machine learning  algorithms  employed  as  classifiers  for  the KDD CUP 1999 data set do not offer much promise for detecting U2R and R2L attacks within the misuse detection context. But Multivariate Adaptive Regression Splines (MARS) give better results in the discovery of U2R and L2R attacks. The decision tree to get a better intrusion detection rates up higher than the 96% level and low false alerts from the rest of classifier data mining algorithms.

The Multivariate Adaptive Regression Splines (MARS) algorithm gives the best results in the intrusion detection algorithms from the rest of the techniques clustering levels and less false alerts.

Clustering algorithms(K-Means, NEA, FCC) was the lowest false alarm between (0.002-2.6) and time of training between (10-70 sec.) with the appropriate accuracy ranging between    (72%-96%) for Dos and Probe attacks.

In conclusion, Comparing the algorithms Association Rule (Apriori) with the decision tree algorithms such as J48 we find that the Association Rule algorithm gives results less accuracy and take more time in training.
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