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Overview: 

 Interaction models help us to understand what is going on in the interaction between user and 

system.  They address the translations between what the user wants and what the system does. 

 Ergonomics looks at the physical characteristics of the interaction and how these influence its   

effectiveness. 

 The dialog between user and system is influenced by the style of the interface. 

 The interaction takes place within a social and organizational context that affects both user and 

system. 

In this lecture, we consider the communication between user and system: the interaction. We will 

look at some models of interaction that enable us to identify and evaluate components of the 

interaction, and at the physical, social and organizational issues that provide the context for it.  

MODELS OF INTERACTION 

1. The terms of interaction 

Traditionally, the purpose of an interactive system is to aid a user in accomplishing goals from some 

application domain. A domain defines an area of expertise and knowledge in some real-world activity. 

Some examples of domains are graphic design, authoring and process control in a factory. A domain 

consists of concepts that highlight its important aspects. In a graphic design domain, some of the 

important concepts are geometric shapes, a drawing surface and a drawing utensil.  

Tasks are operations to manipulate the concepts of a domain.  

A goal is the desired output from a performed task. 

2. The execution–evaluation cycle 

Norman’s model of interaction is perhaps the most influential in Human–Computer Interaction, possibly 

because of its closeness to our intuitive understanding of the interaction between human user and 

computer. The user formulates a plan of action, which is then executed at the computer interface. When 

the plan, or part of the plan, has been executed, the user observes the computer interface to evaluate the 

result of the executed plan, and to determine further actions. The interactive cycle can be divided into two 

major phases: execution and evaluation. These can then be subdivided into further stages, seven in all. 

The stages in Norman’s model of interaction are as follows: 

1. Establishing the goal. 

2. Forming the intention. 

3. Specifying the action sequence. 

4. Executing the action. 

5. Perceiving the system state. 
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6. Interpreting the system state. 

7. Evaluating the system state with respect to the goals and intentions. 

Norman uses a simple example of switching on a light to illustrate this cycle. Imagine you are sitting 

reading as evening falls. You decide you need more light; that is you establish the goal to get a more 

light. From there you form an intention to switch on the desk lamp, and you specify the actions required, 

to reach over and press the lamp switch. If someone else is closer the intention may be different – you 

may ask them to switch on the light for you. Your goal is the same but the intention and actions are 

different. When you have executed the action you perceive the result, either the light is on or it isn’t and 

you interpret this, based on your knowledge of the world. For example, if the light does not come on you 

may interpret this as indicating the bulb has blown or the lamp is not plugged into the mains, and you will 

formulate new goals to deal with this. If the light does come on, you will evaluate the new state according 

to the original goals – is there now enough light? If so, the cycle is complete. If not, you may formulate a 

new intention to switch on the main ceiling light as well. 

Norman uses this model of interaction to demonstrate why some interfaces cause problems to their users. 

He describes these in terms of the gulfs of execution and the gulfs of evaluation. 

The gulf of evaluation is the distance between the physical presentation of the system state and the 

expectation of the user. If the user can readily evaluate the presentation in terms of his goal, the gulf of 

evaluation is small. 

3. The interaction framework 

The interaction framework attempts a more realistic description of interaction by including the system 

explicitly, and breaks it into four main components, as shown in Figure 1. The nodes represent the four 

major components in an interactive system – the System, the User, the Input and the Output. Each 

component has its own language. In addition to the User’s task language and the System’s core language, 

which we have already introduced, there are languages for both the Input and Output components. Input 

and Output together form the Interface. 

 

Figure 1: The General Interaction Framework 
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As the interface sits between the User and the System, there are four steps in the interactive cycle, each 

corresponding to a translation from one component to another, as shown by the labeled arcs in Figure 2. 

The User begins the interactive cycle with the formulation of a goal and a task to achieve that goal. The 

only way the user can manipulate the machine is through the Input, and so the task must be articulated 

within the input language. The input language is translated into the core language as operations to be 

performed by the System. The System then transforms itself as described by the operations; the execution 

phase of the cycle is complete and the evaluation phase now begins. The System is in a new state, which 

must now be communicated to the User. The current values of system attributes are rendered as concepts 

or features of the Output. It is then up to the User to observe the Output and assess the results of the 

interaction relative to the original goal, ending the evaluation phase and, hence, the interactive cycle. 

There are four main translations involved in the interaction: articulation, performance, presentation and 

observation. 

 

Figure 2: Translations between Components 

Assessing overall interaction 

The interaction framework is presented as a means to judge the overall usability of an entire interactive 

system. In reality, all of the analysis that is suggested by the framework is dependent on the current task 

(or set of tasks) in which the User is engaged. This is not surprising since it is only in attempting to 

perform a particular task within some domain that we are able to determine if the tools we use are 

adequate. For example, different text editors are better at different things. For a particular editing task, 

one can choose the text editor best suited for interaction relative to the task. The best editor, if we are 

forced to choose only one, is the one that best suits the tasks most frequently performed. Therefore, it is 

not too disappointing that we cannot extend the interaction analysis beyond the scope of a particular task. 
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ERGONOMICS 

Ergonomics (or human factors) is traditionally the study of the physical characteristics of the interaction: 

how the controls are designed, the physical environment in which the interaction takes place, and the 

layout and physical qualities of the screen. A primary focus is on user performance and how the interface 

enhances or detracts from this. In seeking to evaluate these aspects of the interaction, ergonomics will 

certainly also touch upon human psychology and system constraints. It is a large and established field, 

which is closely related to but distinct from HCI, and full coverage would demand a book in its own right. 

Here we consider a few of the issues addressed by ergonomics as an introduction to the field. We will 

briefly look at the arrangement of controls and displays, the physical environment, health issues and the 

use of color. 

1. Arrangement of controls and displays 

Sets of controls and parts of the display should be grouped logically to allow rapid access by the user. 

This may not seem so important when we are considering a single user of a spreadsheet on a PC, but it 

becomes vital when we turn to safety-critical applications such as plant control, aviation and air traffic 

control. 

We have already touched on the importance of grouping controls together logically (and keeping 

opposing controls separate). The exact organization that this will suggest will depend on the domain and 

the application, but possible organizations include the following: 

 Functional controls and displays are organized so that those that are functionally related are 

placed together; 

 Sequential controls and displays are organized to reflect the order of their use in a typical 

interaction (this may be especially appropriate in domains where a particular task sequence is 

enforced, such as aviation); 

 Frequency controls and displays are organized according to how frequently they are used, with 

the most commonly used controls being the most easily accessible. 

2. The physical environment of the interaction 

As well as addressing physical issues in the layout and arrangement of the machine interface, ergonomics 

is concerned with the design of the work environment itself. 

The first consideration here is the size of the users. Obviously this is going to vary considerably. 

However, in any system the smallest user should be able to reach all the controls (this may include a user 

in a wheelchair), and the largest user should not be cramped in the environment. 
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3. Health issues 

Perhaps we do not immediately think of computer use as a hazardous activity but we should bear in mind 

possible consequences of our designs on the health and safety of users. Leaving aside the obvious safety 

risks of poorly designed safety-critical systems (aircraft crashing, nuclear plant leaks and worse), there 

are a number of factors that may affect the use of more general computers. Again these are factors in the 

physical environment that directly affect the quality of the interaction and the user’s performance: 

 Physical position users should be able to reach all controls comfortably and see all displays. 

Users should not be expected to stand for long periods and, if sitting, should be provided with 

back support. If a particular position for a part of the body is to be adopted for long periods (for 

example, in typing) support should be provided to allow rest. 

 Temperature Although most users can adapt to slight changes in temperature without adverse 

effect, extremes of hot or cold will affect performance and, in excessive cases, health. 

Experimental studies show that performance deteriorates at high or low temperatures, with users 

being unable to concentrate efficiently. 

 Lighting The lighting level will again depend on the work environment. However, adequate 

lighting should be provided to allow users to see the computer screen without discomfort or 

eyestrain. The light source should also be positioned to avoid glare affecting the display. 

 Noise Excessive noise can be harmful to health, causing the user pain, and in acute cases, loss of 

hearing. Noise levels should be maintained at a comfortable level in the work environment. This 

does not necessarily mean no noise at all. Noise can be a stimulus to users and can provide needed 

confirmation of system activity. 

 Time The time users spend using the system should also be controlled. As we saw in the previous 

chapter, it has been suggested that excessive use of CRT displays can be harmful to users, 

particularly pregnant women. 

4. The use of color 

Colors used in the display should be as distinct as possible and the distinction should not be affected by 

changes in contrast. Blue should not be used to display critical information. If color is used as an indicator 

it should not be the only cue: additional coding information should be included. The colors used should 

also correspond to common conventions and user expectations. Red, green and yellow are colors 

frequently associated with stop, go and standby respectively. Therefore, red may be used to indicate 

emergency and alarms; green, normal activity; and yellow, standby and auxiliary function. These 

conventions should not be violated without very good cause. 
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INTERACTION STYLES 

Interaction can be seen as a dialog between the computer and the user. The choice of interface style can 

have a profound effect on the nature of this dialog. There are a number of common interface styles 

including 

 command line interface 

 menus 

 natural language 

 question/answer and query dialog 

 form-fills and spreadsheets 

 WIMP 

 point and click 

 three-dimensional interfaces. 

As the WIMP interface is the most common and complex. 

1. Command line interface 

The command line interface (Figure 3) was the first interactive dialog style to be commonly used and, in 

spite of the availability of menu-driven interfaces, it is still widely used. 

 

Figure 3: Command Line Interface 

2. Menus 

In a menu-driven interface, the set of options available to the user is displayed on the screen, and selected 

using the mouse, or numeric or alphabetic keys. 

 

Figure 4: Menu Driven Interface 

3. Natural language 
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Perhaps the most attractive means of communicating with computers, at least at first glance, is by natural 

language. Users, unable to remember a command or lost in a hierarchy of menus, may long for the 

computer that is able to understand instructions expressed in everyday words! Natural language 

understanding, both of speech and written input, is the subject of much interest and research. 

Unfortunately, however, the ambiguity of natural language makes it very difficult for a machine to 

understand. Language is ambiguous at a number of levels. First, the syntax, or structure, of a phrase may 

not be clear. If we are given the sentence: 

 The boy hit the dog with the stick.  

We cannot be sure whether the boy is using the stick to hit the dog or whether the dog is holding the stick 

when it is hit. 

4. Question/answer and query dialog 

Question and answer dialog is a simple mechanism for providing input to an application in a specific 

domain. The user is asked a series of questions (mainly with yes/no responses, multiple choice, or codes) 

and so is led through the interaction step by step. An example of this would be web questionnaires. These 

interfaces are easy to learn and use, but are limited in functionality and power. As such, they are 

appropriate for restricted domains (particularly information systems) and for novice or casual users. 

5. Form-fills  

Form-filling interfaces are used primarily for data entry but can also be useful in data retrieval 

applications. The user is presented with a display resembling a paper form, with slots to fill in (see Figure 

5). Often the form display is based upon an actual form with which the user is familiar, which makes the 

interface easier to use. 

 

Figure 5: Typical Form Fill Interface 
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6. The WIMP interface 

Currently many common environments for interactive computing are examples of the WIMP interface 

style, often simply called windowing systems. WIMP stands for windows, icons, menus and pointers 

(sometimes windows, icons, mice and pull-down menus), and is the default interface style for the 

majority of interactive computer systems in use today, especially in the PC and desktop workstation 

arena. Examples of WIMP interfaces include Microsoft Windows for IBM PC compatibles, MacOS for 

Apple Macintosh compatibles. 

7. Point-and-click interfaces 

In most multimedia systems and in web browsers, virtually all actions take only a single click of the 

mouse button. You may point at a city on a map and when you click a window opens, showing you tourist 

information about the city. You may point at a word in some text and when you click you see a definition 

of the word. You may point at a recognizable iconic button and when you click some action is performed. 

This point-and-click interface style is obviously closely related to the WIMP style. 


